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Abstract. We present a novel approach to pose and illumination in-
variant face recognition that combines two recent advances in the com-
puter vision field: component-based recognition and 3D morphable mod-
els. First, a 3D morphable model is used to generate 3D face models
from three input images from each person in the training database. The
3D models are rendered under varying pose and illumination conditions
to build a large set of synthetic images. These images are then used to
train a component-based face recognition system. The resulting system
achieved 90% accuracy on a database of 1200 real images of six people
and significantly outperformed a comparable global face recognition sys-
tem. The results show the potential of the combination of morphable
models and component-based recognition towards pose and illumination
invariant face recognition based on only three training images of each
subject.

1 Introduction

The need for a robust, accurate, and easily trainable face recognition system
becomes more pressing as real world applications such as biometrics, law en-
forcement, and surveillance continue to develop. However, extrinsic imaging pa-
rameters such as pose, illumination and facial expression still cause much diffi-
culty in accurate recognition. Recently, component-based approaches have shown
promising results in various object detection and recognition tasks such as face
detection [7, 4], person detection [5], and face recognition [2, 8, 6, 3].
In [3], we proposed a Support Vector Machine (SVM) based recognition sys-

tem which decomposes the face into a set of components that are interconnected
by a flexible geometrical model. Changes in the head pose mainly lead to changes
in the position of the facial components which could be accounted for by the flexi-
bility of the geometrical model. In our experiments, the component-based system
consistently outperformed global face recognition systems in which classification
was based on the whole face pattern. A major drawback of the system was
the need of a large number of training images taken from different viewpoints
and under different lighting conditions. These images are often unavailable in
real-world applications.



In this paper, the system is further developed through the addition of a
3D morphable face model to the training stage of the classifier. Based on only
three images of a person’s face, the morphable model allows the computation of
a 3D face model using an analysis by synthesis method [1]. Once the 3D face
models of all the subjects in the training database are computed, we generate
arbitrary synthetic face images under varying pose and illumination to train the
component-based recognition system.
The outline of the paper is as follows: Section 2 briefly explains the genera-

tion of 3D head models. Section 3 describes the component-based face detector
trained from the synthetic images. Section 4 describes the component-based face
recognizer, which was trained from the output of the component-based face de-
tection unit. Section 5 presents the experiments on component-based and global
face recognition. Finally, Section 6 summarizes results and outlines future work.

2 Generation of 3D Face Models

We first generate 3D face models based on three training images of each person
(frontal, half-profile and profile view). An example of the triplet of training
images used in our experiments is shown in the top row of Figure 1. The bottom
row shows two synthetic images created by rendering the newly generated 3D
face model.

Fig. 1. Generation of the 3D model. The top images were used to compute the 3D
model. The bottom images are synthetic images generated from the 3D model.

The main idea behind the morphable model approach is that given a suf-
ficiently large database of 3D face models any arbitrary face can be generated
by morphing the ones in the database. An initial database of 3D models was
built by recording the faces of 200 subjects with a 3D laser scanner. Then 3D
correspondences between the head models were established in a fully automatic



way using techniques derived from optical flow computation. Based on these cor-
respondences, a new 3D face model can be generated by morphing between the
existing models in the database. To create a 3D face model from a set of 2D face
images, an analysis by synthesis loop is used to find the morphing parameters
such that the rendered images of the 3D model are as close as possible to the
input images. A detailed description of the morphable model approach including
the analysis by synthesis algorithm can be found in [1].
Using the 3D models, synthetic images such as the ones in Figure 2 can easily

be created by rendering the models. The 3D morphable model also provides the
full 3D correspondence between the head models, which allows for automatic
extraction of facial components.

Fig. 2. Synthetic training images. Synthetic face images were generated from the 3D
head models under different illuminations (top row) and different poses (bottom row).

3 Component-based Face Detection

The component-based detector detects the face in a given input image and ex-
tracts the facial components which are later used to recognize the face. We used
the two level component-based face detection system described in [3]. The archi-
tecture of the system is schematically shown in Figure 4. The first level consists
of fourteen independent component classifiers (linear SVMs). Each component
classifier was trained on a set of extracted facial components4 and on a set of
randomly selected non-face patterns. As mentioned in the previous Section, the
components could be automatically extracted from the synthetic images since
the full 3D correspondences between the face models were known. Figure 3 shows
examples of the fourteen components for three training images. On the second
level, the maximum continuous outputs of the component classifiers within rect-
angular search regions around the expected positions of the components were

4 The shape of the components was learned by an algorithm described in [4] to achieve
optimal detection results.



used as inputs to a combination classifier (linear SVM), which performed the
final detection of the face.

Fig. 3. Examples of the fourteen components extracted from a frontal view and half-
profile view of a face.
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Fig. 4. System overview of the component-based face detector.

4 Component-based Face Recognition

The component-based face recognizer uses the output of the face detector in
the form of extracted components. First, synthetic faces were generated at a



resolution of 58× 58 for the six subjects by rendering the 3D face models under
varying pose and illumination. Specifically, the faces were rotated in depth from
0◦ to 34◦ in 2◦ increments and rendered with two illumination models at each
pose. The first model consisted of ambient light alone. The second model included
ambient light and a directed light source, which was pointed at the center of
the face and positioned between −90◦ and 90◦ in azimuth and 0◦ and 75◦ in
elevation. The angular position of directed light was incremented by 15◦ in both
directions.

From the fourteen components extracted by the face detector, only nine
components were used for face recognition. Five components were eliminated
because they strongly overlapped with other components or contained few gray
value structure (e.g. cheeks). Figure 5 shows the composite of the nine extracted
components used for face recognition for some example images. In addition, a
histogram-equalized inner face region was added to improve recognition5. Some
examples of this inner face region are shown in Figure 6.

Fig. 5. Composite of the nine components retained for face recognition.

The component-based face detector was applied to each synthetic face im-
age in the training set to detect the components and thereby the facial region.
Histogram equalization was then preformed on the bounding box around the
components. The gray pixel values of each component were then taken from
the histogram equalized image and combined into a single feature vector. Fea-
ture vectors were constructed for each person, and corresponding classifiers were
trained.

5 The location of the face region was computed by taking the bounding box around
the other nine detected components and then subtracting from the larger edge to
form a square component. This square was then normalized to 40×40 and histogram-
equalized.



Fig. 6. Histogram-equalized inner face region, added as a tenth component for face
recognition.

A face recognition system consisting of second-degree polynomial SVM clas-
sifiers was trained on these feature vectors in a one vs. all approach. In other
words, an SVM was trained for each subject in the database to separate her/him
from all the other subjects. To determine the identity of a person at runtime,
we compared the normalized outputs of the SVM classifiers, i.e. the distances
to the hyperplanes in the feature space. The identity associated with the face
classifier with the highest normalized output was taken to be the identity of the
face.

5 Results

A test set was created by taking images of the six people in the database. The
subjects were asked to rotate their faces in depth and the lighting conditions were
changed by moving a light source around the subject. The test set consisted
of 200 images of each person under various pose and illumination conditions.
Figure 7 contains examples of the images in the test set6.

Fig. 7. Examples of the real test set. Note the variety of poses and illumination con-
ditions.

The component-based face recognition system was compared to a global face
recognition system; both systems were trained and tested on the same images.

6 Training and test set will be made available on our website upon publication.



In contrast to the component-based classifiers, the input vector to the whole face
detector and recognizer consisted of the histogram-equalized gray values from the
entire 58×58 facial region7. The resulting ROC curves of global and component-
based recognition on the test set can be seen in Figure 8. The component-based
system achieved a recognition of 90%, which is approximately 50% above the
recognition rate of the global system.
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Fig. 8. ROC curves for the component-based and the global face recognition systems.
Both systems were trained and tested on the same data.

This large discrepancy in results can be attributed to two main factors: First,
the components of a face vary less under rotation than the whole face pattern,
explaining why the component-based recognition is more robust against pose
changes. Second, in contrast to the training data, the backgrounds in the test
images were non-uniform. Component-based recognition only used face parts as
input features for the classifier while the input features to the global system
occasionally contained distracting background parts.

6 Conclusion and Future Work

This paper presented a new development in component-based face recognition
by the incorporation of a 3D morphable model into the training process. This

7 For a detailed description of the whole face system see [3].



combination allowed the training of a face recognition system which required
only three face images of each person. From these three images, 3D face models
were computed and then used to render a large number of synthetic images under
varying poses and lighting conditions. The synthetic images were then used to
train a component-based face detection and recognition system. A global face
detection and recognition system was also trained for comparison.
Results on 1200 real images of six subjects show that the component-based

recognition system clearly outperforms a comparable global face recognition sys-
tem. Component-based recognition was at around 90% for faces rotated up to
approximately half-profile in depth. Future work includes increasing the size of
the database and the range of the pose and illumination conditions which the
system can handle.
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