
Research Article

Three-Dimensional Information
in Face Representations
Revealed by Identity Aftereffects
Fang Jiang,1 Volker Blanz,2 and Alice J. O’Toole3
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ABSTRACT—Representations of individual faces evolve

with experience to support progressively more robust

recognition. Knowledge of three-dimensional face struc-

ture is required to predict an image of a face as illumina-

tion and viewpoint change. Robust recognition across such

transformations can be achieved with representations

based on multiple two-dimensional views, three-dimen-

sional structure, or both. We used face-identity adaptation

in a familiarization paradigm to address a long-standing

controversy concerning the role of two-dimensional versus

three-dimensional information in face representations. We

reasoned that if three-dimensional information is coded in

the representations of familiar faces, then learning a new

face using images generated by one three-dimensional

transformation should enhance the robustness of the rep-

resentation to another type of three-dimensional trans-

formation. Familiarization with multiple views of faces

enhanced the transfer of face-identity adaptation effects

across changes in illumination by compensating for a

generalization cost at a novel test viewpoint. This finding

demonstrates a role for three-dimensional information in

representations of familiar faces.

For an individual face to be recognized, visual information about

the face from a two-dimensional projection on the retina must be

encoded in the visual cortex and compared with an internal

representation of the face. Humans’ ability to recognize familiar

faces effortlessly despite dramatic changes in appearance with

viewing conditions suggests that the visual cortex represents

familiar faces in a way that can support recognition invariance.

Robust recognition, however, is not characteristic in the case of

unfamiliar faces (Hancock, Bruce, & Burton, 2000). Rather, the

extent to which face recognition operates invariantly across

viewing conditions differs as a function of the amount and kinds

of experience an observer has with a given face.

Although it is clear from studies of face recognition and ad-

aptation (cf. Burton, Bruce, & Hancock, 1999; Carbon & Leder,

2005; Carbon et al., 2007; Jiang, Blanz, & O’Toole, 2007) that

familiarity enhances the flexibility and robustness of face rec-

ognition, the underlying representations that achieve this in-

variance remain controversial. Traditionally, two theoretical

approaches have framed research on the nature of the repre-

sentations mediating face and object recognition. Viewer-cen-

tered theories (e.g., Poggio & Edelman, 1990) propose that the

human visual system represents faces and objects using two-

dimensional descriptions of different views; recognition is

achieved by matching an incoming view to the stored views

(Bülthoff & Edelman, 1992). Object-centered theories (e.g.,

Biederman, 1987) posit that representations take the form of

three-dimensional structure information that is independent of

viewpoint.

There are two fundamental challenges in interpreting the

results of previous studies that support viewer- and object-

centered accounts of recognition. The first is that familiarity has

rarely been considered explicitly or manipulated in these

studies. The second is that in making inferences about the type

of information (two- or three-dimensional) coded in the repre-

sentations, the studies have relied strongly on whether view-

specific or view-invariant patterns of behavioral and neural

responses are observed. The role of familiarity in enriching

individual face representations weakens the logic linking the

viewpoint dependency of neural and behavioral responses to the

question of whether representations are based on two- or three-
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dimensional information. In other words, without control of face

familiarity, predictions about view-dependent versus view-in-

dependent performance are unspecified.

From a neural perspective, there is evidence for both view-

specific and view-invariant coding mechanisms in visual cortex.

Face-responsive neurons have been found in various regions of

the monkey temporal visual cortex (e.g., Desimone, Albright,

Gross, & Bruce, 1984; De Souza, Eifuku, Tamura, Nishijo, &

Ono, 2005; Hasselmo, Rolls, & Baylis, 1989; Perrett et al.,

1991). Although most face-responsive cells are selective for

views of faces and respond only to a specific view or a limited

range of views (e.g., Desimone et al., 1984; Perrett et al., 1991),

some neurons respond to faces in a view-invariant way (e.g.,

Hasselmo et al., 1989; Perrett et al., 1991). Studies of face-re-

sponsive neurons, therefore, suggest the coexistence of view-

specific and view-invariant neuronal responses to faces.

The role of familiarity in neural codes is clear from long-

standing evidence that the selectivity of individual face-

responsive neurons changes with experience. Specifically, some

face neurons that respond uniformly to novel faces show

differentiable responses as the faces become familiar (Rolls,

Baylis, Hasselmo, & Nalwa, 1989). The role of experience is

further indicated by findings from studies of object-responsive

cells in monkey inferior temporal (IT) visual cortex. Logothetis,

Pauls, and Poggio (1995) found that following extensive labo-

ratory training with multiple views of computer-generated three-

dimensional objects, a small number of IT neurons responded to

previously unknown objects regardless of their viewpoint. Booth

and Rolls (1998) also found IT neurons with view-invariant re-

sponses to real-world objects after monkeys had been exposed to

the objects from different views over a period of time.

In the behavioral literature, until recently, findings of view-

point-dependent recognition performance have also been

interpreted as evidence for image-based codes or three-

dimensional structural codes (see Peissig & Tarr, 2007, for a

review). Stankiewicz (2002) and other investigators have argued

that the evidential link between the view-specificity of perfor-

mance and the two-dimensional versus three-dimensional na-

ture of the information encoded in visual representations is

weak. A model that is based on a three-dimensional structural

description can produce view-specific recognition performance

if the process that matches the internal representation with the

input data is limited (cf. Liu, Knill, & Kersten, 1995). Alter-

natively, view-invariant performance can be achieved if enough

two-dimensional view templates are stored in the representation

to allow for perfect view approximation. Thus, it is not surprising

that both view-dependent (e.g., Bülthoff & Edelman, 1992; Tarr,

1995; Tarr & Pinker, 1989) and view-invariant (e.g., Biederman

& Bar, 1999; Biederman & Gerhardstein, 1993) recognition

performance have been reported (cf. Hayward, 2003).

Behavioral results are consistent with neural studies in that

view-dependent behavioral performance is most commonly

found for unfamiliar objects, and view-invariant performance is

most often observed for familiar objects (Wallis & Bülthoff,

1999). The degree to which recognition is view dependent,

therefore, is likely to be mediated by the familiarity of the ob-

jects. The increased robustness of more familiar face repre-

sentations to changes in viewpoint has also been demonstrated

using face-adaptation paradigms. In the identity-adaptation

paradigm, prolonged exposure to a face with opposite charac-

teristics (a synthetically created ‘‘antiface’’) biases subsequent

identification of the veridical face (Leopold, O’Toole, Vetter, &

Blanz, 2001). Identity-adaptation effects are thought to tap high-

level visual representations because they show tolerance to two-

dimensional affine transformations in the size (e.g., Anderson &

Wilson, 2005) and retinal position (e.g., Leopold et al., 2001) of

the adapting and test stimulus. Identity adaptation also shows

partial tolerance to changes in three-dimensional viewpoint

between the adapting and test faces (Jiang, Blanz, & O’Toole,

2006). Using identity adaptation with a familiarity manipula-

tion, we (Jiang et al., 2007) found that tolerance to changes in

view increased for individual faces as participants became more

familiar with the faces. Specifically, familiarity with individual

faces enhanced both the overall magnitude of identity after-

effects and the transfer of identity aftereffects across changes in

three-dimensional viewpoint. These results suggest that the

progression from a view-constrained to a more view-transferable

face representation over the course of learning can be measured

using an identity-adaptation paradigm.

In sum, when familiarity is not taken into account, the view

dependence of performance is not a useful index of the nature of

the information coded in neural and perceptual representations

of faces. In the study reported here, we used identity adaptation

as a novel, direct approach to assessing the encoding of three-

dimensional information in individual face representations as

they evolve through experience. We reasoned that if three-di-

mensional information is coded in representations of familiar

faces, then learning a new face using images generated by one

transformation referencing three-dimensional structure should

enhance the robustness of the representation to another, unre-

lated transformation referencing three-dimensional structure.

Critical to the logic of our study is that changes in the appear-

ance of a face induced by viewpoint variation and changes in the

appearance of a face induced by illumination variation both

depend directly on the three-dimensional structure of the face.

Although we do not assume that viewpoint and illumination

transformations are qualitatively equivalent in all ways (cf.

Discussion), their common dependence on three-dimensional

structure supports the following prediction. If knowledge about

three-dimensional face structure is acquired from exposure to

multiple views, such exposure should support the transfer of

identity adaptation over changes in illumination. This would

provide evidence for the coding of three-dimensional face

structure in representations of familiar faces.

We report two experiments. Experiment 1 demonstrates that

adaptation transfers partially across illumination change, even
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with minimally familiar faces. This prerequisite study was

needed to establish parity between viewpoint and illumination.

The second, more interesting experiment addresses the nature of

the information in face representations. The design for the

second experiment involved a manipulation of face familiarity in

terms of both the number of exposures and the viewpoint of the

training faces in the learning session and a manipulation of the

consistency of illumination direction in a face-adaptation test.

First, participants were familiarized with faces shown either

from a single view (i.e., the adaptation-test view) or from mul-

tiple views (i.e., two views outside the view used in the adap-

tation test; see Table 1). We also varied the number of exposures

between two single-view conditions to test for changes in the

magnitude of adaptation and adaptation transfer with familiarity.

Next, we measured adaptation effects for the test view both when

the illumination of the test face was consistent with the illumi-

nation of the adapting face and when the illumination of the test

face was inconsistent with the illumination of the adapting face.

GENERAL METHOD

Participants

Eighty-five undergraduate students at The University of Texas at

Dallas participated (32 in Experiment 1 and 53 in Experiment 2)

after providing written consent in accordance with procedures

approved by the institutional review board. Data from 11 par-

ticipants were deleted because of uniformly low performance.

Data from another 2 participants were incomplete because of a

computer problem. The final samples included 30 participants

in Experiment 1 (10 in each adaptation condition) and 42 par-

ticipants in Experiment 2 (14 in each familiarity condition).

Stimuli

Face stimuli were created using a three-dimensional morphable

model (Blanz & Vetter, 1999). Built on the concept of a multi-

dimensional prototype-centered face space, this model codes

each face by its direction and distance from the average face (cf.

Valentine, 1991). The direction of a face vector defines its

identity, and its distance from the average face determines its

identity strength (i.e., distinctiveness). This prototype-based

theory of face representation has been described elsewhere (e.g.,

Jiang et al., 2006; Leopold et al., 2001) and has been supported

by both functional magnetic resonance imaging (e.g., Loffler,

Yourganov, Wilkinson, & Wilson, 2005) and single-unit neuro-

nal (Leopold, Bondar, & Giese, 2006) evidence.

We used four male faces from our previous studies (Jiang et

al., 2006, 2007) as the veridical faces. By morphing the veridical

faces (identity strength 5 1) toward the average face (identity

strength 5 0), we generated anticaricatures (i.e., less distinctive

versions of the veridical faces) with identity strength varying

from .05 to .35 in .10 steps. Antifaces (i.e., opposites of the

veridical faces) with negative identity strength (�.75) were

created by morphing the veridical faces further beyond the av-

erage face. Figure 1a presents some examples of the stimuli.

The three-dimensional model allowed us to create images

using different illumination and viewpoint conditions. Illumi-

nations were modeled using computer graphics by setting the

direct light from the top left or the top right of the camera,

keeping the overall luminance well controlled. Viewpoints were

manipulated by rotating the face stimuli in depth.

Antifaces were used as adapting faces, which were illumi-

nated either from the top left or from the top right. The average

face and anticaricatures were used as test faces, and they were

always illuminated from the top left. Because of the nonfrontal

pose (22.51) in the test trials, top-left and top-right lighting

differed by more than a simple mirror reflection. We used ve-

TABLE 1

Familiarity Conditions in Experiment 2

Condition Description

Single-view, 4-exposures 4 exposures of a 22.51-rotated view

Single-view, 16-exposures 16 exposures of a 22.51-rotated view

Multiple-views, 16-exposures 8 exposures of a frontal view and

8 exposures of a 451-rotated view

–.75 0 .05 .15 .25 .35 1.00
OriginalAnticaricaturesAverageAntiface

Anti-Hank .05 Hank

Response

Test (200 ms)Adaptation (5 s)

Single View Multiple Views

a

b

c

Fig. 1. Stimuli and paradigm: (a) example of the face stimuli created
along a particular identity trajectory, (b) the identity-adaptation para-
digm (modified from Leopold, O’Toole, Vetter, & Blanz, 2001), and (c)
examples of the training faces used in Experiment 2. In (a), the numbers
below the images indicate identity strength. Morphing the veridical faces
(identity strength 5 1) toward the average face (identity strength 5 0)
generated anticaricatures (i.e., less distinctive versions of the veridical
faces). Antifaces (i.e., opposites of the veridical faces) with negative
identity strength (�.75) were created by morphing the veridical faces
further beyond the average face. In the inconsistent-illumination trial
shown in (b), the adapting face is illuminated from the top right, and the
test face is illuminated from the top left. Following 5 s of adaptation to an
antiface, participants were asked to identify a briefly presented (200 ms)
test face as one of the four learned veridical faces.
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ridical faces and their .35 anticaricatures as the training faces.

All training faces in Experiment 1 were illuminated from the top

left. For the training faces used in Experiment 2, ambient lights

were applied (Fig. 1c) to enhance the effect of familiarization.

General Procedure

Each experiment began with a short training session, followed

by practice and test sessions. The training proceeded as follows.

First, participants were asked to learn names for four veridical

faces. These four faces were presented with their names a

number of times (varied between experiments) for 5 s each in

random order. Then, with feedback, participants named each

original face once by pressing a labeled key on the keyboard.

This procedure was repeated once with .35 anticaricatures.

Immediately after training, a practice session was provided to

familiarize participants with the task. Practice trials had the

same format as test trials, but only .35 anticaricatures were used.

These trials were excluded from the analysis.

In the test session, test faces were flashed briefly (200 ms), and

participants identified each test face as one of the four veridical

faces (Fig. 1b). All test stimuli were illuminated from the top left.

Each test face was presented following 5 s of a blank screen (no

adaptation), 5 s of adaptation to an antiface illuminated from the

top left (consistent-illumination adaptation), or 5 s of adaptation

to an antiface illuminated from the top right (inconsistent-illu-

mination adaptation). Both the adapting and the test faces were

rotated 22.51 to the right. An example of an inconsistent-illu-

mination adaptation trial appears in Figure 1b.

EXPERIMENT 1

Our goal in Experiment 1 was to determine whether face-iden-

tity adaptation effects transfer partially across changes in illu-

mination for faces with which observers do not have extensive

familiarity. This would make illumination comparable to view-

point in showing some transfer with minimally familiar faces

(Jiang et al., 2006). We measured identity aftereffects as a

function of identity strength both within and across illumination

conditions.

Method

During training, the number of exposures and views of the

training faces were fixed (four exposures to the 22.51 view for

each training face) for all the participants. The training session

was comparable to that used in our previous viewpoint experi-

ment (Jiang et al., 2006) and was necessary for participants to

perform the identification task (i.e., naming the faces). Imme-

diately after training, 32 practice trials were given.

In the test session, adaptation effects were measured as a

function of identity strength of the test face, which varied within

participants. Five identity strengths were tested: 0 (i.e., the

average face), .05, .15, .25, and .35 (see Fig. 1a). Adaptation

condition varied across participants. For participants in the no-

adaptation condition, equal numbers of neutral trials (i.e., the

test face was the identity-neutral average face) and anticarica-

ture trials (i.e., the test face was an anticaricature) were pre-

sented, for a total of 96 trials. For participants in the adaptation

conditions, equal numbers of neutral trials, match trials (i.e., the

adapting and test faces were from the same identity), and non-

match trials (i.e., the adapting and test faces were from two

different identities) were presented, for a total of 144 trials. Only

the data from the match and neutral trials were included in the

analysis. Trial order was randomized for each participant.

Results

We used the proportion of matched identifications (i.e., the

proportion of trials in which the test face was identified as the

match to the adapting face) to measure identity adaptation and

adaptation transfer, for comparability with our previous study

(Jiang et al., 2006). As expected, for identity strengths less than

.15, adaptation facilitated identification when the adapting and

test faces were illuminated from the same direction, F(1, 18) 5

23.19, prep 5 .986, Z2 5 .416, and also when the two faces were

illuminated from different directions, F(1, 18) 5 11.34, prep 5

.974, Z2 5 .238 (see Fig. 2). For the same range of identity

strengths, the magnitude of adaptation effects was diminished in

the inconsistent-illumination condition compared with the

consistent-illumination condition, F(1, 18) 5 3.54, prep 5 .844,

Z2 5 .116. Thus, we found that identity adaptation transfers

partially across changes in illumination, just as it transfers
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Fig. 2. Results from Experiment 1. For the consistent- and inconsistent-
illumination adaptation conditions, the graph shows the proportion of
trials in which the test face was identified as the match to the adapting
antiface, as a function of the identity strength of the test face. For the no-
adaptation condition, the graph shows the proportion of correct identi-
fications of the test faces, as a function of their identity strength. Note that
for 0 identity strength, performance in the no-adaptation condition re-
flected chance performance, as the average face had no identity. Error
bars indicate standard errors.
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partially across changes in three-dimensional viewpoint (Jiang

et al., 2006).

EXPERIMENT 2

The purpose of this experiment was to test whether learning a

new face using images generated by one three-dimensional

transformation (viewpoint transformation) would enhance ad-

aptation transfer over another type of three-dimensional trans-

formation (illumination transformation). To investigate whether

experience with multiple views enhances adaptation transfer

across changes in illumination, we manipulated the way par-

ticipants learned the faces.

Method

Participants were assigned to one of three familiarity conditions

that varied both in the number of exposures to each face and in

the viewpoints of the faces during training (see Table 1). In the

single-view, 4-exposures condition, participants saw each 22.51-

rotated training face four times. In the single-view, 16-exposures

condition, participants viewed each 22.51-rotated training face

16 times. In the multiple-views, 16-exposures condition, each

training face was shown 16 times, 8 times with a frontal view and

8 times with a 451-rotated view. Note that it was only in the

single-view familiarity conditions that training views were the

same as the adaptation-test views. Immediately following the

training session, 40 practice trials were given.

Next, we tested identity-adaptation effects as a function of the

consistency of the illumination between the adapting and test

faces. The magnitude of adaptation effects was assessed for test

faces in the 22.51 view at a single low identity strength (.05). We

chose this identity strength because there were clear adaptation

and adaptation-transfer effects at this level in Experiment 1.

Regardless of familiarity condition, 144 trials consisting of

equal numbers of no-adaptation, consistent-illumination adap-

tation, and inconsistent-illumination adaptation trials were

presented to each participant. In order to avoid effects of ad-

aptation to low-level light (induced by switching between

adapting faces lit from the top right and lit from the top left), we

presented trials from different adaptation conditions in separate

blocks. The no-adaptation block was always presented at the

end. The order of the consistent- and inconsistent-illumination

blocks was counterbalanced across participants. Equal numbers

of match and nonmatch trials were included in adaptation

blocks; nonmatch trials were excluded from analysis.

Results

For each participant, the strength of identity adaptation was

measured by computing the difference between identification

performance after adaptation and identification performance in

the no-adaptation condition. Two such adaptation scores were

calculated, one for each adaptation condition (cf. Jiang et al.,

2007). We used this measure to control for possible increases in

sensitivity to individual faces as they became more familiar.

This control was needed because our predictions concerned the

strength of adaptation and adaptation transfer across face rep-

resentations, rather than absolute identification accuracy. Using

each participant’s own no-adaptation performance as a baseline

removed sensitivity increases, leaving a clearer measure of the

magnitude of adaptation effects.

The design of Experiment 2 allowed us to address three

questions. The first was whether familiarity with a single view

enhances identity adaptation and its transfer across a change in

illumination. This would be indicated by a stronger adaptation

effect as the total number of exposures to a face in the test view

increased from 4 to 16. As illustrated in Figure 3, adaptation

scores increased significantly from the single-view, 4-exposures

condition to the single-view, 16-exposures condition, both in the

consistent-illumination adaptation condition, t(26) 5 3.13,

prep 5 .968, d 5 1.18, and in the inconsistent-illumination

adaptation condition, t(26) 5 2.52, prep 5 .931, d 5 0.95. The

magnitude of identity aftereffects and the transfer of adaptation

increased following familiarization with a single image of a face.

The second question was whether there is a generalization

cost for adaptation effects tested at a novel view situated be-

tween two learned views. Specifically, both the adaptation and

the test faces were presented at the 22.51 view, which was

intermediate to the views learned in the multiple-views,

16-exposures condition. If participants in that condition formed

an intermediate, or ‘‘interpolated,’’ representation without cost,

then the magnitude of the adaptation effect in the consistent-

illumination condition would have been comparable for those

participants and for participants in the single-view, 16-expo-

sures condition. As Figure 3 shows, our results were consistent

with an interpolation cost; there was a trend indicating a de-
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Fig. 3. Effect of face learning on adaptation strength in Experiment 2.
Adaptation scores are plotted as a function of familiarity condition,
separately for the consistent-illumination and inconsistent-illumination
adaptation conditions. Error bars indicate standard errors.
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crease in the strength of consistent-illumination adaptation

between the single-view, 16-exposures condition and the mul-

tiple-views, 16-exposures condition, t(26) 5�2.02, prep 5 .872,

d 5 0.76. Thus, when the learning consisted of the same number

of exposures, but to views situated outside the view tested, the

strength of the adaptation effect was diminished.

The central question of this study was whether experience

with multiple views enhances adaptation transfer across a

change in illumination in a novel test view. If so, the benefit of

experience with multiple views would be expected to compen-

sate for the interpolation cost in the novel test view and to boost

adaptation transfer across the change in illumination. A gen-

eralization cost without compensation would be evident if the

adaptation effects in the inconsistent-illumination condition

were diminished in the multiple-views, 16-exposures condition

relative to the single-view, 16-exposures condition. As Figure 3

shows, however, the strength of the adaptation effect in the

inconsistent-illumination condition was comparable in the

multiple-views, 16-exposures condition and the single-view,

16-exposures condition, t(26) 5�0.55, n.s. In fact, the magnitude

of this effect was indistinguishable from the magnitude of the

adaptation with consistent illumination in the multiple-views,

16-exposures condition, t(13) 5 1.82, n.s., paired t test. This

indicates a contribution of illumination-insensitive represen-

tations in the human visual system when participants learn faces

from multiple views. Therefore, the mechanisms of generaliza-

tion across viewpoint and generalization across illumination are

coupled. The lack of a generalization cost for adaptation transfer

across a change in illumination in the novel test view is con-

sistent with a contribution from three-dimensional information

learned from multiple views.

DISCUSSION

The results of this study demonstrate that learning three-di-

mensional face structure from multiple viewpoints can support

robust recognition when faces undergo a different transforma-

tion that also depends on three-dimensional structure. The ev-

idence for this conclusion is the finding that learning multiple

views enhanced the transfer of adaptation effects across illu-

mination changes by compensating for a generalization cost at a

novel viewpoint. The use of three-dimensional structure dem-

onstrated here complements a previously established role for

two-dimensional view information in face representations (e.g.,

Fang & He, 2005; Jeffery, Rhodes, Busey, 2006; Wallraven,

Schwaninger, Schumacher, & Bülthoff, 2002). The encoding of

unfamiliar faces is constrained by the initial views (Bruce &

Young, 1986). Encoding of view-based, two-dimensional infor-

mation about unfamiliar faces, however, does not preclude the

encoding of some three-dimensional information to support

transformation invariance as a face becomes familiar.

Although the method we employed here makes use of the fact

that both viewpoint and illumination variations reference three-

dimensional face structure, it is clear that these two transfor-

mations are not entirely equivalent. Varying illumination in-

duces complex changes in both shading and intrinsic cast

shadows in a face image. These changes can result in larger

image differences than the changes that result from varying

viewpoint (Tarr, Kersten, & Bülthoff, 1998). Also, changes in

illumination have a greater impact on face recognition than

on object recognition (cf. Vogels & Biederman, 2002) and

can mediate the effects of changes in viewpoint (Hill &

Bruce, 1996). Nevertheless, face recognition across one three-

dimensional transformation may be supported by face-structure

information learned through experience with another three-

dimensional transformation.

We also found that adaptation and the transfer of adaptation

effects across changes in illumination are strengthened follow-

ing familiarization with even a single view of a face. This in-

creases our confidence in our previous finding that familiarity

with faces increases the magnitude of adaptation and the degree

of adaptation transfer across changes in viewpoint (Jiang et al.,

2007). We suggested previously that the role of familiarity in

increasing the overall magnitude of adaptation effects may re-

flect enhanced malleability and perceptual accessibility of

representations of familiar faces. We also hypothesized that

experience with a face from a single view may enhance the

ability to use general knowledge about faces for supporting some

degree of view transfer (Blanz, Grother, Phillips, & Vetter,

2005). The present finding further supports this hypothesis,

suggesting that general experience is essential for coping with

variation in appearance due to changes in viewing conditions

when initial encounters with a face have been limited. This

suggested role of experience in shaping the robustness of face

representations is consistent with the findings of Carbon and his

colleagues (Carbon & Leder, 2005; Carbon et al., 2007). Using

highly familiar faces (i.e., faces of celebrities), they showed that

face aftereffects can transfer across different images of the same

person, which suggests that internal representations of familiar

faces can be adapted or refined constantly to accommodate

changing visual inputs.

One surprising finding is that the formation of an intermedi-

ate, or interpolated, representation entailed a generalization

cost. This was evident from the diminished adaptation effect

observed in the consistent-illumination condition when the

novel test view was centered between two learned views. Con-

sistent with the two-dimensional view interpolation theory, this

finding suggests that extensive exposures to two learning views

might be needed for flawlessly interpolating a representation of a

face in a novel, intermediate view. The diminished adaptation

effects for the unlearned view are also consistent with a three-

dimensional model, if one assumes that building a complete

three-dimensional representation takes time and experience.

The cost we found in Experiment 2 was more noticeable than the

relatively minimal interpolation cost found in a previous study

with a recognition paradigm (Wallraven et al., 2002). This dis-
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crepancy is most likely due to a difference in the paradigms

used. When the adapting and test faces are both presented at the

intermediate view, the adaptation paradigm directly taps the

intermediate representation of a face with a perceptual, rather

than memory-based, test.

In conclusion, our findings demonstrate the existence of face

representations that become simultaneously robust to two dif-

ferent transformations referencing three-dimensional structure.

These findings indicate a role for three-dimensional information

in the representations of familiar faces. They further support the

unique power of face adaptation (Webster & MacLin, 1999) as a

tool for tracking the nature of the visual information encoded in

face representations as they evolve with experience.
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